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Preface

Astonishingly, under the large number of books on conformal maps between plane domains, the corresponding theory for surfaces is not represented with a connected account up to now.

The aim of this book is the introduction to the theory of conformal maps between non-regular surfaces. We are restricted to examination of locally Lipschitz surfaces. Apparently, such class is minimally necessary in generalizations and reasonably enough for applications.

Below following problems are touched upon: the existence and uniqueness of maps, the boundary behavior of maps and prime ends of surfaces, theorems of the Ahlfors and Warschawski type, applications in a problem of the gas dynamics equation and qualitative questions of the theory of minimal surfaces.

Remark that the considered class of problems does not require applications of complex variables. Thus we can courageously offer another title of this book: "Conformal map without complex variables". Nevertheless, in such places where the application of complex variables is justified by concepts of convenient, we use the language of complex variables. The author attempted to make this presentation maximally simple such that it will be accessible for everybody including young mathematicians started professional work in this domain.

In the book base, there are lectures written by the author for masters of the department of the mathematical analysis and the function theory of Volgograd State University in the 2004/05 academic year. Therefore, as a rule, in the case of the necessary choice between the account of the result in the maximal generality and the showing of a method of its receipt, we preferred the last and refered to find the generality at original articles.\(^1\)

We formulate a series of unsolved problems for beginners.

The author hopes that the book will be useful to readers, interested in conformal mappings and their applications.

Vladimir Michaelovich Miklyukov
Laboratory "Superslow processes",
Volgograd State University,
University avenue 100, Volgograd 400062, RUSSIA
E-mail: miklyuk@mail.ru

\(^1\)Rephrasing the well-known aphorism: 'We do not sell fish, we sell fishing-tackles'.
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Chapter 10

Solutions Close to a Boundary

We study generalized solutions of minimal surface type equation. We prove that every solution has on the boundary no more than a countable number of jumps. In particular, every solution, defined in the disc exterior, is continuously extendable up to the boundary circle, excepting possibly a countable set of points. For Fatou’s type theorems about angular boundary values, see [109], [83], [115], [100], [120].

10.1 Main Results

Let $D \subset \mathbb{R}^2$ be a domain and let $e \subset D$ be a set of zero linear Hausdorff measure.

Let

$$A = (A_1(x, \xi), A_2(x, \xi)) : (D \setminus e) \times \mathbb{R}^2 \to \mathbb{R}^2$$

be a continuous vector function. Suppose that, for every point $x = (x_1, x_2) \in D \setminus e$ and every $\xi = (\xi_1, \xi_2) \in \mathbb{R}^2$, the following structure conditions hold:

$$\nu_1 \frac{|\xi|^2}{\sqrt{1 + |\xi|^2}} \leq \sum_{i=1}^2 \xi_i A_i(x, \xi), \quad (10.1)$$

$$|A(x, \xi)| \leq \nu_2(x) \quad (10.2)$$

where $\nu_1$ is a positive constant and $\nu_2(x)$ is a positive continuous function.
Below we will assume that \( \nu_2(x) \) satisfies
\[
\lim_{\{D_n\} \to D_n} \int_{\partial D_n} \nu_2(x) \, |dx| = \nu_2^* < \infty \quad (10.3)
\]
where the lower limit is taken over all sequences \( \{D_n\} \) of subdomains of \( D \) with rectifiable boundaries for which \( \overline{D_n} \subset D_{n+1} \), \( \cup_{n=1}^{\infty} \overline{D_n} = D \). (Here and below, the symbol \( \overline{H} \) means the closure of the set \( H \subset \mathbb{R}^2 \) with respect to the topology \( \mathbb{R}^2 \).)

Consider the equation
\[
\sum_{i=1}^{2} \frac{d}{dx_i} A_i(x, \nabla f) = 0 \quad (10.4)
\]

As above in Chapter 8, we use the following definition of the generalized solution. Denote by \( D_b(f) \) the subset of \( D \), at every point of which the function \( f \) is not differentiable. By a generalized solution of (10.4), we call a locally Lipschitz function \( f \) with the following property. For every bounded subdomain \( \Delta, \Sigma \subset D \), with the rectifiable boundary \( \partial \Delta, \text{mes}_1 (\partial \Delta \cap D_b(f)) = 0 \), and a function \( \varphi \in \text{Lip} \Sigma \), the following equality holds
\[
\int_{\partial \Delta} \varphi \sum_{i=1}^{2} A_i(x, \nabla f) n_i \, |dx| = \iint_{\Delta} \sum_{i=1}^{2} \varphi'_x \sum_{j=1}^{2} A_j(x, \nabla f) 
\]
\[
x_1 \, dx_1 \, dx_2 \quad (10.5)
\]
Here and below, \( n = (n_1(x), n_2(x)) \) is a unit vector of the exterior normal to the boundary \( \partial \Delta \).

The set of the discontinuity points of the vector function \( A \) has zero linear Hausdorff measure, and hence, the contour integral in (10.5) exists.

**Exercise 10.6** Prove (or refute !) that classes of generalization solutions of minimal surface type equations (9.1), (9.2), (9.3), introduced here and in Chapter 9, coincide.

Let \( f \) be a continuous function, defined in the domain \( D \subset \mathbb{R}^2 \) with the rectifiable boundary. The function \( f \) has a finite (or infinite) angular boundary value \( \alpha \) at \( a = (a_1, a_2) \in \partial D \) if
\[
\lim_{x \to a} f(x) = \alpha
\]
along every angle \( C \) with a vertex at \( a \) lying inside \( D \).
The following theorem is a version of Fatou’s theorem [147, Chapter I, §5]. Every bounded, harmonic in a unit disc $B$ function $f$ has angular boundary values a.e. on the circle $\partial B$.

Moreover, there are examples of unbounded harmonic functions which have no angular boundary values on sets $H \subset \partial B$ with linear measure $\text{mes}_1 H > 0$ [28, Chapter 2, §10].

**Problem.** (J.C.C. Nitsche [137, Chapter VII, n. 4]) Do valid Fatou’s type theorems exist for solutions of (2.20)?

The following result was obtained in [115].

(A) Every solution of the minimal surface equation (2.20) has finite or infinite angular boundary values a.e. on $\partial B$.

Let’s emphasize that here we do not suppose additional restrictions for solutions.

At the same time, it is necessary to remark that the behavior of solutions of (2.20) depends on the specific structure of the domain where these solutions are defined. Namely, for the solutions, defined in the exterior of a disc $B$, the following statement holds [115].

(B) Every solution of the minimal surface equation (2.20), defined over $\mathbb{R}^2 \setminus B$, is continuously extended a.e. to the boundary, i.e. a finite limit

$$\lim_{x \to a} f(x) = \alpha, \quad x \in \mathbb{R}^2 \setminus B$$

exists a.e. on the circle $\partial B$.

**Theorem 10.7** Let $D \subset \mathbb{R}^2$ be a domain with the Jordan rectifiable boundary. Every generalized solution of the equation (10.4) with the structure conditions (10.1), (10.2), (10.3) has finite or infinite angular boundary values a.e. on $\partial D$.

On generalizations, see [100], [120].

**Example 10.8** A solution of (2.20) can have infinite values on a set of the positive linear measure. Consider the Scherk surface

$$f(x_1, x_2) = \log \frac{\cos x_2}{\cos x_1},$$

defined over the square

$$Q = \left\{(x_1, x_2) : \frac{\pi}{2} < x_i < \frac{\pi}{2} \quad (i = 1, 2)\right\}.$$  

This surface is minimal, and the function $f$ equals $\pm \infty$ on horizontal and vertical sides of the square boundary. In the vertices of the square, the function $f|_{\partial Q}$ has jumps.
Let $D \subset \mathbb{R}^2$ be a simply connected domain with the Jordan boundary $\partial D$ and let $O \in D$ be a fixed point. Let $U \subset D$ be an open set. We denote: $[U] = \overline{U} \setminus \partial D$, $\partial'U = [U] \setminus U$.

**Definition 10.9** Let $f$ be a continuous function defined in $D$. We will call $a \in \partial D$ by the point of quasi-continuity $f$ if there is a sequence of subdomains $\{D_k\}_{k=1}^\infty$ of the domain $D$ with properties:

$(\alpha)$ every $\partial' D_k$ separates $a$ from the fixed point $O$;

$(\beta)$ $\cap_k [D_k] = \emptyset$; $\text{length } \partial' D_k \to 0$ for $k \to \infty$;

$(\gamma)$ $\lim \inf_{k \to \infty} \text{osc}(\partial' D_k, f) = 0$.

We will call all remaining points of $\partial D$ by jump points of the function $f$.

![Diagram](image)

**Fig. 10.1.**

Define the following nonlocal characteristic of a boundary point $a \in \partial D$.

We put

$$\delta(a, f, O) = \inf \max_{\gamma} \{\text{osc}(\gamma, f), \text{length}(\gamma)\}$$

where the infimum is taken over all arcs $\gamma \subset D$, $\tau \cap \partial D \neq \emptyset$, separating points $a$ and $O$ in $D$. 
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It is clear that $f$ is quasi-continuous at a point $a \in \partial D$ if and only if $\delta(a, f, O) = 0$.

On the structure of solutions of (2.20) close to jump points, see Lancaster [83]. We prove that boundary quasi-continuity points of solutions $f$ of the minimal surface type equation are typical.

Consider the set $\mathcal{H}$ of all piecewise continuous functions $h : \mathbb{R} \to \mathbb{R}$ with properties:

(i) $0 \leq h(t) \leq 1$ for all $t \in \mathbb{R}$;
(ii) $\int_{-\infty}^{+\infty} h(t) \, dt \leq h_0 < \infty$, $h_0 = \text{const.}$

**Theorem 10.10** Let $D \subset \mathbb{R}^2$ be a simply connected domain bounded with a simple rectifiable Jordan curve $\partial D$, $O \in D$. Let $f : D \to \mathbb{R}$ be an arbitrary solution of an equation (10.4) with structure restrictions (10.1), (10.2), (10.3).

Then for every $h \in \mathcal{H}$, the function

$$w(x) = \int_{-\infty}^{f(x)} h(t) \, dt$$

is quasi-continuous at all points $a \in \partial D$, except only in a countable set.

Moreover, if $a_1, a_2, \ldots$ are jump points of $f$, then

$$\sum_{i=1}^{3} \max \left\{ \frac{\pi}{\delta^2(a_i, w, O)}, 0 \right\} +$$

$$+ 2 \sum_{i=4}^{\infty} \arcsin \left( \frac{1}{2} \exp \left\{ -\frac{K^2}{\delta^2(a_i, w, O)} \right\} \right) \leq \pi$$

(10.11)

where

$$K = 2 \sqrt{\pi} \left( h_0 \frac{\nu^2}{\nu_1} + 2 \text{mes}_2(D) \right)^{1/2}.$$

**Example 10.12** Suppose that $|f| < 1$ everywhere in $D$. We put

$$h(t) = \begin{cases} 1 \quad \text{for} \quad t \in [-1, 1], \\ 0 \quad \text{for} \quad |t| > 1. \end{cases}$$

For the auxiliary function

$$w(x) = \int_{-\infty}^{f(x)} h(t) \, dt,$$
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we have $0 \leq w(x) \leq 2$. Points of quasi-continuity of $f(x)$ are points of quasi-continuity of $w(x)$. Moreover,

$$\delta(a_k, w, O) = \delta(a_k, f, O) \text{ for all } k = 1, 2, \ldots.$$ 

Example 10.13 In the case of an unbounded function $f(x)$, we can put

$$h(t) = \frac{1}{1 + t^2}. $$

Then

$$w(x) = \int_{-\infty}^{f(x)} \frac{dt}{1 + t^2} = \arctg f(x) + \frac{\pi}{2}. $$

Here Theorem 10.10 guarantees that $\arctg f(x)$ is quasi-continuous. It is clear that in the general case, the quasi-continuity of this function does not imply the quasi-continuity of $f(x)$. The function $f(x)$ from Example 10.8 is not quasi-continuous in every boundary point. However, $\arctg f(x)$ is quasi-continuous everywhere on the boundary of the square except its vertices.

As a corollary of Theorem 10.10, we have the following statement.

**Theorem 10.14** Let $\mathcal{E} = \{ x = (x_1, x_2) \in \mathbb{R}^2 : x_1^2 + x_2^2 > 1 \}$ be an exterior of a unit circle $C$. Let $D \subset \mathcal{E}$ be a domain and $\Gamma \subset (C \cap \partial D)$ be a boundary arc.

Then every solution $f$ of the minimal surface equation (2.20) in $D$ is continuously extendable at an arbitrary point $a \in \Gamma$, except at most, in a countable set.

**Open questions 10.15** 1) Find analogs of Theorem 10.14 for solutions of minimal surface type equations. 2) Prove (or refute) Theorem 10.14 with the exchange in its formulation the boundary circle replaced by a concave curve of a sufficient general form.
10.2 The Auxiliary Conformal Map

10.2.1 Definitions and Properties

Let $\Omega$ be a graph of a locally Lipschitz function $x_3 = f(x_1, x_2)$, defined over a domain $D \subset \mathbb{R}^2$, and let

$$ds^2_\Omega = (1 + f''_{x_1}^2) dx_1^2 + 2 f'_{x_1} f'_{x_2} dx_1 dx_2 + (1 + f''_{x_2}^2) dx_2^2$$

be the square of its line element on $\Omega$.

Fix arbitrarily a point $a \in D$ where $f$ is differentiable. The function $f \in \text{Lip} D$, and hence, by Rademacher’s theorem, it is differentiable a.e. in $D$.

The quadratic form $ds^2_\Omega$ is positive determined. Thus, an infinitesimal circle with respect to $ds^2_\Omega$ and a center at $a$ is an infinitesimal ellipse with respect to the Euclidean metric. Let $\theta(a)$, $0 \leq \theta < \pi$, and $p(a)$, $p \geq 1$, be characteristics of this ellipse (i.e. the angle between its largest axis and the $Ox_1$-axis, and the ratio of the largest axis to the smaller, respectively).

It is not difficult to see that $\theta(a) = \frac{\pi}{2} + \arctg \frac{f'_{x_2}(a)}{f'_{x_1}(a)}$, $p(a) = \sqrt{1 + \|\nabla f(a)\|^2}$.

We consider a quasi-conformal map $u = u(x)$ of the domain $D$ into the $u = (u_1, u_2)$-plane with characteristics which coincide a.e. in $D$ with $\theta(x)$ and $p(x)$. Since $\text{ess sup}_{D'} p(x) < \infty$ for every bounded subdomain $D', \overline{D'} \subset D$, then such map exists and defined up to conformal maps in the $u-$plane (see Theorem 3.49).

We assume that the following properties of quasi-conformal maps $u : D \to \mathbb{R}^2$ are known.

(1) A map $u = u(x)$ is differentiable a.e. in $D$, and at every point of the differentiability it transforms infinitesimal ellipses with characteristics $\theta(x)$, $p(x)$ onto infinitesimal circles (see [17, §1]).

(2) A map $u = u(x)$ has the first generalized Sobolev derivatives, square integrable locally in $D$, i.e. of $W^{1,2}_{\text{loc}}(D)$ (see [17, §4]).

(3) Denote by $G = u(D)$ the image of $D$ under $u = u(x)$, and by $x = x(u) = (x_1(u), x_2(u))$ - the inverse map. The characteristic $p(u)$ of the inverse map $x : G \to D$ is locally bounded in the domain $G$ (see [17, §1]), and by the property (2) the map $x = x(u)$ belongs to $W^{1,2}_{\text{loc}}(G)$ also.

We put $x_3(u) = f(x(u))$. Since $f$ is locally Lipschitz in $D$, then by the property (3) the function $x_3(u) \in W^{1,2}_{\text{loc}}(G)$.
From (2) it follows that the vector function
\[ \chi(u) = (x_1(u), x_2(u), x_3(u)) \]
also belongs to \( W^{1,2}_{\text{loc}}(G) \). It is clear that \( \chi(u) \) is differentiable a.e.

The vector function \( \chi : G \to \Omega \) realizes a bijective map of \( G = u(D) \) onto \( \Omega \). Let \( a \in G \) be a point where \( \chi \) is differentiable. Denote by \( j : F \to D \) the projection of \( \Omega \) onto \( D \). The map \( \chi : G \to \Omega \) is a composition of maps \( j^{-1} \) and \( x(u) \). Thus \( \chi : G \to \Omega \) is conformal a.e. and a.e. on \( G \) it has properties (??). Variables \( u_1, u_2 \) are isothermal coordinates on \( \Omega \).

### 10.2.2 Conformal Types of Surfaces

By the stated above, we say that a surface \( \Omega \) is of parabolic conformal type if \( G = \mathbb{R}^2 \) and of hyperbolic conformal type if \( G \neq \mathbb{R}^2 \).

Fix a function \( h \in \mathcal{H} \). Denote by \( W \) the graph of the function \( w(x) = \int_{-\infty}^{f(x)} h(t) \, dt \).

**Theorem 10.17** Let \( D \subset \mathbb{R}^2 \) be a simply connected domain bounded by a simple Jordan rectifiable curve. If \( f \) is a generalized solution of an equation (10.4) in \( D \) with structure restrictions (10.1), (10.2), (10.3), then for every \( h \in \mathcal{H} \), the graph \( W \) of \( x_3 = w(x) \) is of hyperbolic conformal type.

Some indications of parabolicity and hyperbolicity of the conformal type of a function graph can be obtained from Theorem 1.36. Below we formulate two such indications.

**Theorem 10.18** Let \( f \) be a locally Lipschitz function and let \( \Omega \) be its graph. If \( \Omega \) is defined over a disc \( |x| < R \), \( 0 < R \leq \infty \), and for a number \( 0 < r < R \) it is fulfilled
\[
\int_{r < |x| < R} \frac{1 + (\nabla f, x^\perp)^2}{\sqrt{1 + |\nabla f|^2}} \frac{1}{|x|^2} \, dx_1 \, dx_2 < \infty, \tag{10.19}
\]
then \( \Omega \) is of hyperbolic conformal type.

If \( \Omega \) is defined over the plane \( \mathbb{R}^2 \) and
\[
\lim_{R \to \infty} \frac{1}{R^2} \int_{1 < |x| < R} \frac{1 + (\nabla f, x/|x|)^2}{\sqrt{1 + |\nabla f|^2}} \, dx_1 \, dx_2 = 0, \tag{10.20}
\]

233
then $\Omega$ is of parabolic conformal type.

Here by $x^\perp$ we denote a unit vector in $\mathbb{R}^2$, orthogonal to the vector $x$ and forming the angle $3\pi/2$ in the direction from $x^\perp$ to $x$.

The proof is not difficult. Fix $0 < r < R < \infty$. Let $\Gamma(r, R)$ be the family of all locally rectifiable arcs $\gamma$, joining boundary circles and lying in the ring $\{r < |x| < R\}$. Because $\text{mod}_\Omega \Gamma(r, R)$ is the conformal invariant, then $\Omega$ is of parabolic type if and only if $\text{mod}_\Omega \Gamma(r, R) = 0$. By the remark of Section 1.7, we have

$$
\left( \int_{R}^{r} \frac{d\tau}{\int_{r}^{2\pi} \frac{1 + (\nabla f, (x/|x|))^2}{\sqrt{1 + |\nabla f|^2}} d\theta} \right)^{-1} \geq \text{mod}_\Omega \Gamma(r, R) \geq \int_{0}^{2\pi} \frac{d\theta}{\int_{r}^{R} \frac{1 + (\nabla f, x^\perp)^2}{\sqrt{1 + |\nabla f|^2}} d\tau}.
$$

By the Cauchy integral inequality, we obtain

$$
(R - r)^2 \leq \int_{r}^{R} \frac{d\tau}{\int_{r}^{2\pi} \frac{1 + (\nabla f, (x/|x|))^2}{\sqrt{1 + |\nabla f|^2}} d\theta} \times \int_{r}^{R} \frac{d\tau}{\int_{r}^{2\pi} \frac{1 + (\nabla f, (x/|x|))^2}{\sqrt{1 + |\nabla f|^2}} d\theta}.
$$

Thus

$$
\iint_{r < |x| < R} \frac{(R - r)^2}{1 + |\nabla f|^2} dx_1 dx_2 \leq \int_{r}^{R} \frac{d\tau}{\int_{0}^{2\pi} \frac{1 + (\nabla f, (x/|x|))^2}{\sqrt{1 + |\nabla f|^2}} d\theta}
$$

that proves (10.20).
For the proof of (10.18), we observe that from Cauchy’s inequality it follows
\[
\left( \int_0^{2\pi} d\theta \right)^2 \leq \int_0^{2\pi} \frac{d\theta}{R} \int_0^{R} \frac{1 + \langle \nabla f, x^\perp \rangle^2}{\sqrt{1 + |\nabla f|^2}} d\tau \int_0^{2\pi} \frac{R}{\tau} \int_0^{R} \frac{1 + \langle \nabla f, x^\perp \rangle^2}{\sqrt{1 + |\nabla f|^2}} d\tau
\]
and
\[
\int_0^{2\pi} \frac{4\pi^2}{\tau} \frac{1 + \langle \nabla f, x^\perp \rangle^2}{\sqrt{1 + |\nabla f|^2}} d\tau \leq \int_0^{2\pi} \frac{\tau d\theta}{R} \int_0^{R} \frac{1 + \langle \nabla f, x^\perp \rangle^2}{\sqrt{1 + |\nabla f|^2}} d\tau.
\]
Thus we deduce
\[
\int\int_{r<|x|<R} \frac{1 + \langle \nabla f, x^\perp \rangle^2}{\sqrt{1 + |\nabla f|^2}} \frac{dx_1 dx_2}{|x|^2} \leq \int_0^{2\pi} \frac{\tau d\theta}{R} \int_0^{R} \frac{1 + \langle \nabla f, x^\perp \rangle^2}{\sqrt{1 + |\nabla f|^2}} d\tau.
\]
The condition (10.19) implies that \( \text{mod}_\Omega \Gamma(r, R) > 0 \) and \( \Omega \) is of parabolic conformal type.

On indications of conformal type, see also [162], [126], [110], [51], [167] etc.

### 10.2.3 Some Properties of the Relative Distance

Let \( \Omega \subset \mathbb{R}^3 \) be a graph of a locally Lipschitz function \( f \) defined over a simply connected domain \( D \subset \mathbb{R}^2 \), and let \( O' \in \Omega \) be a fixed point.

For a pair of points \( p, q \in \Omega \), let \( \rho(p, q; O', \Omega) \) be the relative distance, introduced in Chapter 4. By \( \partial \tilde{\Omega} \), as above, we denote the boundary of \( \Omega \) with respect to the metric \( \rho \), i.e. it will be the set of all sequences \( \{p_n\} \) of points in \( \Omega \), fundamental with respect to the relative metric \( \rho \) and having no accumulation points in \( \Omega \).

If \( \Omega \) is the graph of the function \( x_3 \equiv \text{const} \) over the domain \( D \subset \mathbb{R}^2 \), then we identify \( \Omega \) with \( D \), and the relative boundary \( \partial \tilde{\Omega} \) coincides with the Carathéodory boundary of \( D \).

Suppose that \( D \) is simply connected and its image \( G = \psi(D) \) is different from the entire plane \( \mathbb{R}^2 \). Because relations (2.3) are invariant under conformal transforms in the \( u = (u_1, u_2) \)-plane, then without loss of generality, we can assume that the domain \( G \) is bounded.
Consider the above described conformal map

\[ \chi(u) = (x_1(u), x_2(u), x_3(u)) : G \to \Omega, \quad u = (u_1, u_2). \]  

(10.21)

We put \( O'' = \chi^{-1}(O') \) and denote by \( r(G) \) the Euclidean distance from \( O'' \) to \( \partial G \).

The following statement is a special case of Theorem 4.6.

**Theorem 10.22** If the area \( \text{mes}_2(\Omega) < \infty \), then for an arbitrary pair of points \( p, q \in G \), satisfying the condition

\[ \rho(p, q; O'', G) < \min\{1, \frac{1}{16} r^4(G)\}, \]  

(10.23)

it is fulfilled

\[ \rho(\chi(p), \chi(q); O', \Omega) \leq K \log^{-1/2} \frac{1}{\rho(p, q; O'', G)}. \]  

(10.24)

Here

\[ K = 2\sqrt{\pi \text{mes}_2(\Omega)}. \]

For the proof, it is sufficient to remark that the surface \( \Omega \), given by the graph of a locally Lipschitz function \( f \), is locally bi-Lipschitz. It is obvious, since for every subdomain \( D' \subset \subset D \), the relation (10.16) implies

\[ |dx|^2 \leq dx^2_\Omega = (1 + f'^2_{x_1}) dx^2_1 + 2f'_{x_2} f_{x_1} \ dx_1 \ dx_2 + (1 + f'^2_{x_2}) dx^2_2 \leq C(f, D') |dx|^2 \]

where \( C(f, D') \) is a constant. \( \square \)

The estimate (10.24) implies that every fundamental (with respect to the relative distance \( \rho(p, q; O'', G) \)) sequence \( \{a_n\} \subset G \) turns to a fundamental (with respect to the metric \( \rho(\chi(p), \chi(q); O', \Omega) \)) sequence \( \{\chi(a_n)\} \subset \Omega \). Thus we obtain the following statement.

**Corollary 10.25** Under conditions described in Theorem 10.14, a conformal mapping (10.21) is continuously extended up to a continuous mapping of the relative boundary \( \partial G \) onto the relative boundary \( \partial \Omega \).

It should be noted that the following important property of the projection \( j : F \to D \).
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Lemma 10.26 Let \( \Omega \) be the graph of a locally Lipschitz function, defined over a simply connected domain \( D \subset \mathbb{R}^2 \), and \( j(O') = O \).

Then for every pair of points \( p, q \in \Omega \), it fulfills

\[
\rho(j(p), j(q); O, D) \leq \rho(p, q; O', \Omega).
\]

(10.27)

**Proof.** It is sufficient to remark that the projection \( j : F \to D \) does not increase lengths of curves. \( \Box \)

Let \( x(u) = (x_1(u), x_2(u)) : G \to D \) be a map realized by components \( x_1(u), x_2(u) \) of the vector function (10.21).

Corollary 10.28 If \( \operatorname{mes}_2(\Omega) < \infty \), then for every pair of points \( p, q \in G \) with the property (10.23), it fulfills

\[
\rho(x(p), x(q); O, D) \leq K \log^{-1/2} \frac{1}{\rho(p, q; O'', G)}
\]

where \( K \) is the constant of Theorem 10.22.

The **proof** follows from Theorem 10.22 and Lemma 10.26. \( \Box \)

### 10.3 Solution Jumps on a Boundary

We prove Theorem 10.10.

At first we observe that the statement is trivial if \( f \equiv \text{const} \). Thus we can assume that \( f \neq \text{const} \).

#### 10.3.1 The Estimate of an Area Graph

Let \( f \) be a locally Lipschitz solution of the equation (10.4) with structure conditions (10.1)-(10.3). We assume that the domain \( D \) is simply connected and bounded with a simple Jordan rectifiable curve.

**Lemma 10.29** Under described suppositions, the following inequality holds

\[
\operatorname{mes}_2(W) \leq h_0\nu + 2\operatorname{mes}_2(D).
\]

(10.30)
Proof. Fix a sequence of domains $D_k$, $k = 1, 2, \ldots$, such that

$$
\overline{D_k} \subset D_{k+1}, \quad \bigcup_{k=1}^{\infty} D_k = D.
$$

The function $w(x)$ belongs to the class $\text{Lip} (\overline{D_k})$, $k = 1, 2, \ldots$. Choosing $\varphi = w(x)$ in (10.5), we have

$$
\int\int_{D_k} f(x, \nabla f) h(f(x)) \, dx_1 \, dx_2 = \int_{\partial D_k} w(x) \sum_{i=1}^{2} A_i(x, \nabla f) \, |dx|.
$$

Since $0 < w(x) \leq h_0 < \infty$, then

$$
\int\int_{D_k} \sum_{i=1}^{2} f'_x A_i(x, \nabla f) h(f(x)) \, dx_1 \, dx_2 \leq h_0 \int_{\partial D_k} |A(x, \nabla f)| \, |dx|.
$$

Passing to the limit as $k \to \infty$ and using the structure conditions (10.1)-(10.3), we find

$$
\nu_1 \int\int_{D} \frac{|\nabla f|^2}{\sqrt{1 + |\nabla f|^2}} h(f(x)) \, dx_1 \, dx_2 \leq h_0 \frac{\nu_2^*}{\nu_1}.
$$

From (10.31) we deduce

$$
\int\int_{D} \frac{1}{\sqrt{1 + |\nabla f|^2}} h(f(x)) \, dx_1 \, dx_2 \leq h_0 \frac{\nu_2^*}{\nu_1} + \int\int_{D} h(f(x)) \, dx_1 \, dx_2.
$$

From here, remembering that $0 \leq h(f(x)) \leq 1$, we arrive to the estimate

$$
\int\int_{D} |\nabla w(x)| \, dx_1 \, dx_2 = \int\int_{D} |\nabla f(x)| h(f(x)) \, dx_1 \, dx_2 \leq h_0 \frac{\nu_2^*}{\nu_1} + \text{area} (D).
$$

Because

$$
\sqrt{1 + |\nabla w(x)|^2} < 1 + |\nabla w(x)|,
$$

we find finally

$$
\int\int_{D} \sqrt{1 + |\nabla w|^2} \, dx_1 \, dx_2 \leq h_0 \frac{\nu_2^*}{\nu_1} + 2 \text{area} (D)
$$

that is equivalent to (10.30). \hfill \square
10.3.2 Monotonicity of Solutions

The square of the length element on the surface $W$ is given by the formula

$$ds^2_W = \sum_{i,j=1}^2 g_{ij}(x) \, dx_i \, dx_j, \quad g_{ij}(x) = \delta_{ij} + w'_x \, w'_x \, dx_i \, dx_j \quad (i, j = 1, 2)$$

where $\delta_{ij}$ $(i, j = 1, 2)$ is the Kronecker symbol.

Let $(g^{ij}(x)) = (g_{ij})^{-1}(x)$ be the matrix inverse to $(g_{ij})$. Simple calculations imply

$$g^{ij} = \delta_{ij} - \frac{w'_x \, w'_x}{1 + |\nabla w|^2}.$$

For an arbitrary $\xi \in \mathbb{R}^2$, we put

$$|\xi|^2_W = \sum_{i,j=1}^2 g^{ij}(x) \, \xi_i \, \xi_j.$$

It is easy to check that

$$|\nabla w|^2_W = \frac{1}{1 + |\nabla w|^2} w'^2_{x_1} + \frac{1}{1 + |\nabla w|^2} w'^2_{x_2} = \frac{|\nabla w|^2}{1 + |\nabla w|^2}.$$

Since $\nabla w(x) = h(f(x)) \, \nabla f(x)$, the relation (10.31) implies

$$\iint_D \frac{|\nabla w|^2}{\sqrt{h^2(f) + |\nabla w|^2}} \, dx_1 \, dx_2 = \iint_D \frac{|\nabla f|^2}{\sqrt{1 + |\nabla f|^2}} h(f(x)) \, dx_1 \, dx_2 \leq h_0 \frac{\nu_2^2}{\nu_1}.$$ 

From here, taking into account that $h(f(x)) \leq 1$, we arrive to the inequality

$$\iint_D \frac{|\nabla w|^2}{\sqrt{1 + |\nabla w|^2}} \, dx_1 \, dx_2 \leq h_0 \frac{\nu_2^2}{\nu_1},$$

or

$$\iint_D |\nabla w|^2_W \sqrt{1 + |\nabla w|^2} \, dx_1 \, dx_2 \leq h_0 \nu.$$  \hfill (10.32)
Lemma 10.33 Every generalized solution $f$ of the equation (10.4) with structure conditions (10.1), (10.2), (10.3) is monotone in the Lebesgue sense.

Proof. Indeed, for example, suppose that $a \in D$ is a point of the strong local maximum. For sufficiently small $\epsilon > 0$, the set $\{x \in D : f(x) > f(a) - \epsilon\}$ contains a precompact component $U \subset D, a \in U$.

We have $f(x) - f(a) + \epsilon = 0$ on the boundary of $U$. For a.e. $\epsilon > 0$, curves $\partial U$ are rectifiable. Choosing in (10.5) the function $\phi = f(x) - f(a) + \epsilon$, for a.e. $\epsilon > 0$ we can write

$$\int\int_{U} \sum_{i=1}^{2} f'_{x_i}(x, \nabla f) dx_{1} dx_{2} =$$

$$\int_{\partial U} (f(x) - f(a) + \epsilon) \sum_{i=1}^{2} A_i(x, \nabla f) n_i |dx| = 0.$$

Thus from (10.1), it follows

$$\int\int_{U} \frac{|\nabla f|^2}{\sqrt{1 + |\nabla f|^2}} dx_{1} dx_{2} = 0,$$

i.e. $\nabla f \equiv 0$ and $f \equiv \text{const}$ in $U$. We have the contradiction with the assumption that $a$ is the point of the strong local maximum.

10.3.3 Proof of Theorem 10.17

As above, with an auxiliary quasi-conformal map $u = u(x) : D \to \mathbb{R}^2$, we introduce isothermal coordinates $(u_1, u_2)$ on the surface $W$.

Consider the mapping $x = x(u) = (x_1(u), x_2(u))$, inverse to $u = u(x)$, and the function $x_3(u) = w(x(u))$. The vector function

$$\chi(u) = (x_1(u), x_2(u), x_3(u))$$

realizes the one-to-one conformal mapping of $G = u(D)$ onto $W$.

Complete the proof of the theorem. At first we remark that by Lemma 10.33 the function $w(x)$ is monotone in $D$, and since the map $x(u) : D \to G$ is homeomorphic, then $w^*(u) = w(x(u))$ is also monotone in $G$. Because $x(u)$ is quasi-conformal and $f$ is locally Lipschitz, then $w^* \in W^{1,2}_{\text{loc}}(G)$.

Suppose that the function $w^*$ is defined over the whole of plane $\mathbb{R}^2$. Fix $R > 0$ and $t > 1$. Let $B(t)$ and $S(t)$ be the disc and the circle with the center at $u = 0$ and the radius $\tau$, respectively.
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As the proved above inequality (4.14), we prove that
\[
\inf_{R \leq \tau \leq tR} \text{osc}(S(\tau), w^*) \leq \left( \frac{2\pi I(R)}{\log t} \right)^{1/2}
\]
(10.34)

where
\[
I(R) = \iint_{|u| < tR} |\nabla w^*|^2 du_1 \, du_2.
\]

The function \(w^*\) is monotone, and hence, for every \(t > 1\), it fulfills
\[
\text{osc}(B(R), w^*) \leq \text{osc}(S(R), w^*) \leq \inf_{R \leq \tau \leq tR} \text{osc}(S(\tau), w^*).
\]
Consequently,
\[
\text{osc}(B(R), w^*) \leq \left( \frac{2\pi I(\infty)}{\log t} \right)^{1/2}.
\]

Taking into account (10.32), we find
\[
I(\infty) = \iint_{\mathbb{R}^2} |\nabla w^*|^2 du_1 \, du_2 = \iint_{D} |\nabla w|_W^2 \sqrt{1 + |\nabla w|^2} \, dx_1 \, dx_2 \leq h_0 \nu,
\]
and hence,
\[
\text{osc}(B(R), w^*) \leq \left( \frac{2\pi h_0 \nu}{\log t} \right)^{1/2}.
\]

Setting now \(t \to \infty\), we conclude that \(w^* \equiv \text{const} \) on \(B(R)\). But \(R > 0\) is arbitrary, and hence, \(w^* \equiv \text{const} \) in the whole of plane \(\mathbb{R}^2\). From here, it follows that \(w \equiv \text{const} \) in \(D\).

However, if \(w \equiv \text{const} \) in \(D\), then the map \(u = u(x) : D \to \mathbb{R}^2\) is conformal with respect to the Euclidean metric, and the image of \(D\) can not be the whole of plane \(\mathbb{R}^2\). We have a contradiction. \(\square\)

### 10.3.4 Points of Quasi-continuity

Because the simply connected domain \(G \neq \mathbb{R}^2\) and the mapping \(u(x) : D \to G\) is defined up to conformal mappings in the \(u-\)plane, we are right to assume that \(G\) is a unit disc with the center at \(O''\).

We will show that all points of \(\partial G\) are points of the quasi-continuity of \(w^*\).

Fix a point \(a \in \partial G\). Let \(S(a, \tau)\) be a component of the set
\[
\{u \in G : |u - a| = \tau\}
\]
separating the point \(a \in \partial G\) from the origin \(O''\), \(0 < \tau < 1\).
As in (10.34), we prove that for every $R \in (0, 1)$ and every $t \in (0, 1)$, there exists $\tau_0 \in (tR, R)$ such that
\[
\inf_{tR < \tau < R} \text{osc} \left( S(a, \tau), w^* \right) \leq \left( \frac{2\pi I}{\log \frac{1}{t}} \right)^{1/2}
\]
where
\[
I = \iint_G |\nabla w^*|^2 \, du_1 \, du_2.
\]
Choosing now $t_n \to 0$, we find a sequence $\tau_n \to 0$ along which
\[
\text{osc} \left( S(a, \tau_n), w^* \right) \to 0.
\]
This means that $a$ is the quasi-continuity point of $w^*$ at $a \in \partial G$.

By Lemma 10.29 the integral
\[
\iint_D \sqrt{1 + |\nabla w|^2} \, dx_1 \, dx_2 < \infty.
\]
Using Theorem 10.14 and Lemma 10.26, we conclude that the mapping
\[
x(u) = j \circ \chi(u) : G \to D
\]
is continuous up to the boundary of the unit disc $\partial G$.

Denote by $\tilde{x}(u) : G \to D$, $\tilde{x}(u)|_G = x(u)$, the map between closed domains obtained with the continuous extension of $x(u) : G \to D$ to $\partial G$.

Moreover, by Corollary 10.28 for arbitrary points $p, q \in G$ with $\rho(p, q; O''', G) < 1/16$, we have
\[
\rho(\tilde{x}(p), \tilde{x}(q); O, D) \leq K_1 \log^{-1/2} \frac{1}{\rho(p, q; O''', G)}
\]
where
\[
K_1 = 2\sqrt{\pi \text{mes}_2(W)}
\]
is the constant.

By Lemma 10.29
\[
K_1 \leq 2\sqrt{\pi \left( \nu h_0 + 2 \text{area}(D) \right)}^{1/2} = K.
\]
In particular, if points $p$ and $q$ lie on the boundary circle and $|p - q| < 1/16$, then $\rho(p, q; O''', G) = |p - q|$. Thus the found estimate takes the form
\[
\rho(\tilde{x}(p), \tilde{x}(q); O, D) \leq K \log^{-1/2} \frac{1}{|p - q|} \quad |p - q| < \frac{1}{16},
\]
(10.36)
Since the mapping $\tilde{x}(u) : \overline{G} \to \overline{D}$ is continuous, then the preimage $\tilde{x}^{-1}(a)$ of a point $a \in \partial D$ is a closed set on the unit circle $\partial G$. Moreover, for every pair of points $a \neq b$ on $\partial D$, it is fulfilled
\[ \tilde{x}^{-1}(a) \cap \tilde{x}^{-1}(b) = \emptyset. \]

The set $\tilde{x}^{-1}(a)$ is connected. Indeed, because $\partial D$ is the simple Jordan curve, for sufficiently small $\epsilon > 0$ the set $U_\epsilon = \{ x \in D : |x - a| < \epsilon \}$ is connected. The mapping $x(u) : G \to D$ is homeomorphic, and hence, preimages $x^{-1}(U_\epsilon)$ are connected for all $\epsilon \in (0, \epsilon_0)$ where $\epsilon_0 > 0$ is a sufficiently small number. Thus the set
\[ \tilde{x}^{-1}(a) = \cap_{\epsilon>0} U_\epsilon \]
is also connected.

So, for an arbitrary point $a \in \partial D$, the set $\tilde{x}^{-1}(a)$ can be either an isolated point or a closed connected arc.

Since the amount of non-overlapping arcs on a circle is no more than countable, then the inverse mapping $\tilde{x}^{-1}(x)$ is defined everywhere on $\partial D$, except, at most, in a countable set $E \subset \partial G$.

We show that every point $a \in \partial D \setminus E$ is the quasi-continuity point of the function $w(x)$.

Let $b = \tilde{x}^{-1}(a)$ be the preimage of the point $a \in \partial D \setminus E$. By (10.35) there exists a sequence of subdomains $\{G_n\}$, $\partial'G_n = S(b, \tau_n)$ with properties:

- every arc $\partial'G_n$ separates $b$ from the origin $O$;
- $\text{length} (\partial'G_n) \to 0$ and $\text{osc} (\partial'G_n, w^*) \to 0$ as $n \to \infty$;
- finally, $\cap_{n=1}^{\infty} [G_n] = \emptyset$.

We put $D_n = x(G_n), n = 1, 2, \ldots, \infty$. Because the map $x(u) : G \to D$ is homeomorphic, every arc $\partial D_n = x(S(b, \tau_n))$ separates $a \in \partial D$ from $O$.

The map $\tilde{x}(u) : \overline{G} \to \overline{D}$ is continuous, and hence, $\text{length} \partial' D_n \to 0$ and $\cap_{n=1}^{\infty} [D_n] = \emptyset$.

Finally, $\text{osc} (\partial' D_n, w) = \text{osc}(S(b, \tau_n), w^*)$, and hence, $\text{osc} (\partial' D_n, w) \to 0$ as $n \to \infty$.

Thus the point $a \in \partial D \setminus E$ has all properties, necessary to define the points of quasi-continuity of $w(x)$.

### 10.3.5 Behavior of Solutions at Jump Points

Fix a jump point $a \in E$. Its preimage $\tilde{x}^{-1}(a)$ is a subarc $\beta$ of the circle $|u| = 1$. We estimate its length $l(\beta)$. Let $\xi \in \beta$ be the middle of the arc. It is easy now
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to calculate
\[ r = 2 \sin \left( \frac{l(\beta)}{4} \right), \]
which would be the distance from $\xi$ to arc ends.

Suppose that $r < 1$, i.e. $l(\beta) < \frac{3}{2} \pi$. Consider the family of circles \( \{ S(\xi, \tau) \} \) with the center at $\xi$ and radii $\tau$, $r < \tau < 1$. We put $C_\tau = G \cap S(\xi, \tau)$.

By (4.12) we have
\[
\int_1^r \frac{l^2(\chi(C_\tau))}{\tau} \, d\tau \leq 2\pi \int \sum_{i=1}^3 |\nabla x_i(u)|^2 \, du_1 \, du_2.
\]

Remark now that for every $\tau \in [r, 1]$, it is fulfilled
\[
l(\chi(C_\tau)) \geq \max\{ \text{osc } (x(C_\tau), w), \text{length } (x(C_\tau)) \} \geq \delta(a, w, O),
\]
and hence,
\[
\delta^2(a, w, O) \leq 4\pi \log^{-1} \frac{1}{r} \text{mes}_2(W).
\]

Thus, taking into account the estimate (10.30), we arrive to the inequality
\[
\delta^2(a, w, O) \leq \frac{K^2}{\log 1/r},
\]
where $K$ is the constant of Theorem 10.10.

From here,
\[
r = 2 \sin \left( \frac{l(\beta)}{4} \right) \geq \exp\left\{ -\frac{K^2}{\delta^2(a, w, O)} \right\},
\]
and we have the following estimate of $l(\beta)$ for 'small' $\delta(a, w, O)$:
\[
l(\beta) \geq 4 \arcsin \left( \frac{1}{2} \exp\left\{ -\frac{K^2}{\delta^2(a, w, O)} \right\} \right) \quad \text{for} \quad l(\beta) < \frac{2}{3} \pi. \quad (10.37)
\]

Find the estimate of $l(\beta)$ for 'big' $\delta(a, w, O)$.

Let $a \in \partial D \cap E$ be a jump point in which $\frac{2}{3} \pi \leq l(\beta) \leq 2\pi$. Without loss of generality, we can assume that the arc $\beta = \tilde{x}^{-1}(a)$ is described by relations
\[
\beta = \{ u = (u_1, u_2) : u_1^2 + u_2^2 = 1, \quad -\frac{l(\beta)}{2} \leq \arctg \frac{u_2}{u_1} \leq \frac{l(\beta)}{2} \}.
\]

Fix the segment
\[
\gamma = \{ u = (u_1, u_2) : 0 \leq u_1 \leq 1, \ u_2 = 0 \}
\]
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and denote by \( p_1 \) and \( p_2 \) the boundary points of the unit disc with the cut \( \gamma \), lying in the intersection of the circle \(|u| = 1\) and the upper and lower edges of \( \gamma \) respectively.

Let \( T : G \to V \) be the conformal mapping of the disc \(|u| < 1\) with the cut \( \gamma \) onto the half-disc \( V = \{ v = (v_1, v_2) : v_1^2 + v_2^2 < 1, v_2 > 0 \} \) for which \( T(p_1) = (1, 0), T(p_2) = (-1, 0) \) and \( T(0,0) = (0,0) \).

Under the map \( T \), the arc \( \beta \subset \partial G \) is corresponding to 
\[
\eta = \left\{ v = (v_1, v_2) : \frac{\pi}{4} \leq \arctg \frac{v_2}{v_1} \leq \pi - \frac{\pi}{4} \right\}.
\]

For every \( 0 < k < \cos \frac{\pi}{4} \), the rectilinear segment
\[
\zeta(k) = \{ v = (v_1, v_2) : -\sqrt{1-k^2} < v_1 < \sqrt{1-k^2}, v_2 = k \}
\]

separates in the domain \( V \) the arc \( \eta \) from the point \((0,0)\). Its image \( \zeta^*(k) = \tilde{x} \circ T^{-1}(\zeta(k)) \) is an arc, separating points \( a \) and \( O \) in \( D \). Thus for every \( k \in (0, \cos \frac{\pi}{4}) \) it is fulfilled
\[
I^2(\zeta^*(k)) \leq \left( \int_{\zeta(k)} \left| \frac{\partial \chi^*}{\partial v_1} \right| dv_1 \right)^2 \leq 2 \sqrt{1-k^2} \int_{\zeta(k)} \left| \frac{\partial \chi^*}{\partial v_1} \right|^2 dv_1
\]

where \( \chi^* = \chi \circ T^{-1} \).

Further,
\[
\int_0^{\cos \frac{\pi}{4}} \frac{I^2(\zeta^*(k))}{\sqrt{1-k^2}} dk \leq 2 \iint_V \left| \frac{\partial \chi^*}{\partial v_1} \right|^2 dv_1 dv_2 \leq 2 \mes_2(W).
\]

Taking into account that
\[
l(\zeta^*(k)) \geq \delta(a, w, O) \quad \text{for all} \quad k \in (0, \cos \frac{\pi}{4}) \).
\]

From here we obtain
\[
\delta^2(a, w, O) \int_0^{\cos \frac{\pi}{4}} \frac{1}{\sqrt{1-k^2}} dk \leq 2 \mes_2(W),
\]

or
\[
\delta^2(a, w, O) \left( \frac{\pi}{2} - \frac{\frac{\pi}{4}}{4} \right) \leq \frac{K^2}{2\pi}
\]
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where $K$ is the constant of Theorem 10.10.

Thus we arrive to the estimate

$$l(\beta) \geq \max \left\{ 2\pi - \frac{2K^2}{\pi \delta^2(a, w, O)}, 0 \right\}. \quad (10.38)$$

### 10.3.6 Estimate of a Summary Jump

Let $a_k$ be jump points of the function $w(x)$ and let $\beta_k$ be corresponding closed arcs on $|u| = 1$, $k = 1, 2, \ldots$. We are right to assume that

$$l(\beta_1) \geq l(\beta_2) \geq \ldots \geq l(\beta_k) \geq \ldots.$$ 

Since $\beta_i \cap \beta_j = \emptyset$ for $i \neq j$, then

$$\sum_{k=1}^{\infty} l(\beta_k) \leq 2\pi.$$ 

Beginning at least with $k = 4$, it is fulfilled $l(\beta_k) < \frac{2}{3}\pi$, and we can use the estimate (10.37). We have

$$4 \sum_{k=4}^{\infty} \arcsin \left( \frac{1}{2} \exp\left\{ -\frac{K^2}{\delta^2(a, w, O)} \right\} \right) \leq \sum_{k=4}^{\infty} l(\beta_k). \quad (10.39)$$

For every point $a_1, a_2, a_3$, we use the estimate (10.38). Then

$$\sum_{k=1}^{3} \max\left\{ 2\pi - \frac{2K^2}{\pi \delta^2(a, w, O)}, 0 \right\} \leq \sum_{k=1}^{3} l(\beta_k). \quad (10.40)$$

Combining (10.39) and (10.40), we arrive to the inequality

$$\sum_{k=1}^{3} \max\left\{ 2\pi - \frac{2K^2}{\pi \delta^2(a, w, O)}, 0 \right\} + 4 \sum_{k=4}^{\infty} \arcsin \left( \frac{1}{2} \exp\left\{ -\frac{K^2}{\delta^2(a, w, O)} \right\} \right)$$

$$\leq \sum_{k=1}^{3} l(\beta_k) + \sum_{k=4}^{\infty} l(\beta_k) \leq 2\pi.$$ 

Thus Theorem 10.10 is proved completely. $\square$
10.4 The Fatou Type Theorem

Prove Theorem 10.7. Let \( f : D \to \mathbb{R} \) be a function, monotone in the Lebesgue sense, and let \( a \in \partial D \) be a point. We call that \( f \) has the Lindelöf property at \( a \) if the existence finite limits of \( f \) along ways \( \Gamma_1 \) and \( \Gamma_2 \), leading to this point, implies the existence of a limit of \( f \) along every way, leading to \( a \) and lying between \( \Gamma_1 \) and \( \Gamma_2 \).

The proof of Theorem 10.7 is based on the following statement.

**Lemma 10.41** If a function is monotone in the Lebesgue sense and quasi-continuous at a boundary point, then this function has the Lindelöf property at this point.

For the proof we fix a point of quasi-continuity \( a \in \partial D \) and a sequence of subdomains \( \{D_k\}_{k=1}^\infty \) of \( D \) with properties \((\alpha), (\beta), (\gamma)\) of the definition 10.9.

Let \( \Gamma_1 \) and \( \Gamma_2 \) be arbitrary ways, leading to \( a \), along which \( f \) has limits \( \alpha_1 \) and \( \alpha_2 \) respectively. Denote by \( U_k \) the subdomain of \( D_k \) lying between \( \Gamma_1, \Gamma_2, \partial D_k \) and \( \partial D_{k+1} \). Without loss of generality, we can assume that such subdomain is defined for every \( k = 1, 2, \ldots \).

For \( k = 1, 2, \ldots \), we put
\[
\gamma_{1k} = \partial U_k \cap \Gamma_1, \quad \gamma_{2k} = \partial U_k \cap \Gamma_2, \quad \gamma_{3k} = \partial U_k \cap \partial D_k, \quad \gamma_{4k} = \partial U_k \cap \partial D_{k+1}.
\]

The function \( f \) has finite limits along \( \Gamma_1 \) and \( \Gamma_2 \). Therefore,
\[
\osc(\gamma_{ik}, f) \to 0 \quad \text{as} \quad k \to \infty \quad \text{for} \quad i = 1, 2.
\]
Moreover, by \((\gamma)\) of the definition 10.9, we have
\[
\osc(\gamma_{ik}, f) \to 0 \quad \text{as} \quad k \to \infty \quad \text{for} \quad i = 3, 4.
\]

Thus, taking into account that
\[
\partial U_k = \bigcup_{i=1}^4 \gamma_{ik},
\]
we can conclude
\[
\osc(\partial U_k, f) \to 0 \quad \text{as} \quad k \to \infty.
\]
However, \( f \) is monotone in the Lebesgue sense, and therefore,
\[
\osc(U_k, f) \to 0 \quad \text{as} \quad k \to \infty.
\]
This means that \( f \) has a limit along the sequence \( \{U_k\} \) and, in particular, \( \alpha_1 = \alpha_2 \). Thus \( f \) has the Lindelöf property at \( a \). \( \square \)
**Proof** of Theorem 10.7. Let $f$ be a solution of (10.4) with structure restrictions (10.1), (10.2), and (10.3) in $D$. We put $\Phi(x) = \arctg f(x)$.

Choose $h(t)$, as in Example 10.13. By (10.30), we have

$$\iint_D |\nabla \Phi(x)| \, dx_1 \, dx_2 < \infty.$$ 

Denote by $D_c$ the intersection of $D$ and the line $\{(x_1, x_2) \in \mathbb{R}^2 : x_1 = c\}$, and by $\Gamma_c$ - the intersection of $\partial D$ and the same line. Using Fubini theorem, we conclude that for a.e. $c$, belonging to the projection of $D$ onto the axis $0x_1$, the following relation holds

$$\int_{D_c} |\nabla \Phi(c, x_2)| \, dx_2 < \infty.$$ 

From here for every pair of points $(c, x'_2), (c, x''_2)$ which belong to one and the same connected component of $D_c$, we obtain

$$|\Phi(c, x''_2) - \Phi(c, x'_2)| \leq \int_{x'_2}^{x''_2} |\nabla \Phi(c, x_2)| \, dx_2 \quad (x'_2 < x''_2).$$

Thus, $\Phi(c, x_2)$ is uniformly continuous on every component of the set $D_c$, and hence, at every point $a \in \Gamma_c$, it has a limit along $D_c$.

We turn the coordinate system in the $(x_1, x_2)$—plane in the angle $\alpha \in F$ where $F$ is a countable set dense everywhere on $(0, 2\pi)$, and reason every time as above. Thus we can touch a.e. point $a \in \partial D$ with a corner of any angle, close to $\pi$ and such that $\Phi$ has limits along every side of this corner.

Suppose that $a \in \partial D$ be a point of the described form. By Theorem 10.10 the function $\Phi = \arctg f$ is quasi-continuous everywhere on $\partial D$ except, possibly, in a countable set, and without loss of generality, we are right to assume that $a$ is a point of the quasi-continuity of $f$. By Lemma 10.33 the function $f$ (and, hence, $\Phi = \arctg f$) is monotone in the Lebesgue sense. Thus by Lemma 10.41, this function has Lindelöf’s property at $a$.

Choose arbitrarily a corner along sides of which $\Phi$ has limits. These limits equal a number $\alpha$, $|\alpha| \leq \frac{\pi}{2}$, and the constant $\alpha$ is also the limit of $\Phi$ along the corner domain. But magnitude of this corner can be chosen arbitrarily close to $\pi$, and hence, $\Phi$ has the angular boundary value $\alpha$.

From here, $f = \tg \Phi$ has the finite or infinite angular boundary value $\tg \alpha$ at this point. 

□
10.5 Continuity and Quasi-continuity

Below we prove Theorem 10.22. We will need a special case of Finn’s lemma [38]. In the form, necessary below, this statement is contained in [141, Lemma 10.2].

**Lemma 10.42** Let $\Delta$ be a subdomain, lying in a ring $1 < |x| < b$, and let $\gamma$ be a set of boundary points of $\Delta$ which are not lying on the unit circle. Let $f$ be a solution of the minimal surface equation (2.20) in $\Delta$ such that, for all points $x \in \gamma$

$$m \leq f(x) \leq M$$

where $m$ and $M$ are constants.

Then, everywhere in $\Delta$, the following inequality holds

$$m - \text{arccosh} b \leq f(x) \leq M + \text{arccosh} b.$$  \hfill (10.43)

**Proof** of Theorem 10.14. The function $f$ can not be identically to $\pm \infty$ on an arc $\Gamma_1 \subset \Gamma$ (see [141, §10]). Thus there exists an everywhere dense set on $\Gamma$, such that in its every point, it is possible to touch outwards $D$ with an arc along which $f$ is bounded. Using Lemma 10.42, from here we conclude that in arbitrary strongly inner subarc $\Gamma_1 \subset \Gamma$, limiting values of $f$ are bounded. Thus it is sufficient to prove the statement in case if $D$ is simply connected and bounded by a simple Jordan rectifiable curve and $f$ is bounded in $D$.

By Theorem 10.10 the function $f$ is quasi-continuous everywhere on $\partial D$, except, possibly, in a countable set.

Fix a point $a \in \partial D$ where $f$ is quasi-continuous, and an inner point $O \in D$. There exists a sequence $\{\gamma_k\}$, $\gamma_k \subset D$, $k = 1, 2, \ldots$, of arcs with ends on $\Gamma$ separating the point $a$ from $O$ and such that

$$\lim_{k \to \infty} \text{osc} (\gamma_k, f) = 0.$$  \hfill (10.44)

Denote by $D_k$ the subset of $D$ separating $\gamma_k$ from the point $O$. The inequality (10.43) implies that

$$\text{osc} (D_k, f) \leq \text{osc} (\gamma_k, f) + 2 \text{arccosh} (1 + \text{length} (\gamma_k)) \quad (k = 1, 2, \ldots).$$

Thus by (10.44) we obtain

$$\lim_{k \to \infty} \text{osc} (D_k, f) = 0,$$

and $f$ is continuously extended to the point $a \in \Gamma$. Theorem is proved. \hfill $\Box$
Open questions 10.45  1) Find a direct (not using auxiliary conformal mappings of a surface to the plane of isothermal coordinates) proof of Theorem 10.10.  2) Study behavior of generalized solutions near points of quasi-continuity and near jump points. In what cases, do limits of solutions along non-tangent ways exist? Along tangent ways?  3) Find multi-dimensional versions of Fatou’s type theorem for minimal graphs.
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